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Problem statement - Previous discussions

Vision Transformer (ViT) Maximize agreement
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- Classification: Label collection cost and Limited capacity of expression

- Single modality Self-supervise: Semantically sparse supervision and no

3 additional information Gl" %,ggflgla

Limitations:



Problem statement - CLIP

Supervise image representation model with Natural Language

Main character/object ——— A astronaut

lounging in a tropical resort
The activity and location — in space

The artistic style —— inavaporwave style

Advantages:

- Scalable & Cost effective data collection

- Unlimited capacity of expression

- Semantically dense supervision

- Generalization and Zero-shot learning capability
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Related works - Bag of words approach

Joulin et al. 2016: Bag of words + Multi-class logistic loss

N K .
e(e,w;o);%z;zynmg[ exp(w] f(xn; ) ]

n=1k=1 k=1 eXp(W], f(Xn; 0))

veranda hotel plane zrh
portixol|palma avro jet

Li et al. 2017: Extract n-grams + Smoothed n-grams loss
Predicted n-grams
lights

Burning Man
Mardi Gras

parade in progress

(I, w;0,E) = Zlogp wiwiZl, 1, ¢(1;0); E)

Limitations:

- Ambiguity (Synonyms and Polysemy)
- Mainly model concepts, not semantic relationships
- Classification task not suitable for zero-shot transfer
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Related works - VirTex

Desai & Johnson, 2020 - Supervised by an autoregressive decoder:
Visual backbone + Autoregressive decoders (Textual head) + Token-wise NLL losses

(7 %7 % 2048)

a brown and white puppy

T+1

T
£6,6) = 1og (plet | eoi-1,1:97,0)) +>_log (plec | evsarin, Js é0,0))
t=1 t=0

N
A o Visual Backbone
o* (ResNet-50)

[SOS] a brown and white ...

apples at looking lawn green

A brown and white puppy
lying on a green lawn
looking at apples.

[EOS] apples at 1looking lawn ...

Visual Features
(7%7%H) Textual Head

.. . An image of a dog and a human
Limitations: ? ?

Both are
valid?!

- Difficult training task due to arbitrary captions
- Large decoder => Computation cost
- Small training datasets

An image of the K-9 training activity
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Related works - ConVIRT

Zhang et al., 2020 - Contrastive learning: Image encoder + Image decoder + Contrastive loss
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Text Gu (u—v) exp((ui, Vl)/ T)
. FA— (u—v) ?; = -1 .
Encoder f hu u "E - i 0 E{c\le exp((ui, vk)/T)

Advantages:

- Light-weight model, easier task compared to VirTex
Limitations:

- Small, domain-specific training datasets
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Approach - Dataset

Existing works -

- Coco & Visual Genome - 100,000 images scale What is COCO?
- YFCC100M - 100M scale FAawia

° S pa rse metad ata . . COCQO is a large-scale object detection,
° m etad ata q u a I |ty | nCO n S | S-te n-t segmentation, and captioning dataset.

COCO has several features:

« Object segmentation

« Recognition in context

& Superpixel stuff segmentation
« 330K images (>200K labeled)
« 1.5 million object instances
« 80 object categories

& 91 stuff categories

« 5 captions per image

& 250,000 people with keypoints

VisualGenome Gl" greoflgia
ecn.



Approach - Dataset created

1. Create Queries
2. Find Text Image Pairs
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Approach - Efficient Pre-Training

Previous work Context
« ResNext101-32x48d

* huge compute 401
> 351
- Attempt 1 g3
« predict caption % 25 -
- Attempt 2 g 20
« predict bag of words - Is - &X sfficlency 3X efficiency
- Attempt 37? g /
;d\'—) B —e— Bag of Words Contrastive (CLIP)

-8 Bag of Words Prediction
—8— Transformer Language Model

w
1

134M 268M 400M
# of images processed

0 T T
2M 33M 67M
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Approach - Architecture

- Learn Perception from pepper the
supervision aussie pup

A Text
Encoder

B«
o1 €
S |«
o

# extract feature representations of each modality
I_f = image_encoder(I) #[n, d_i] > I LTy | IbT, [Ty | . [Ty
T_f = text_encoder(T) #[n, d_t]
# joint multimodal embedding [n, d_e] > I LTy | T, | Ty LTy
I_e = 12_normalize(np.dot(I_f, W_i), axis=1)
T_e = 12_normalize(np.dot(T_f, W_t), axis=1)

Elngde >» I I3'T) | 3Ty | I3T3 I3 Tn
# scaled pairwise cosine similarities [n, n] cucet
logits = np.dot(I_e, T_e.T) * np.exp(t)
# symmetric loss function . -
labels = np.arange(n)
loss_i = cross_entropy_loss(logits, labels, axis=0) » IN INT; | INTy | INT3 w | INTN
loss_t = cross_entropy_loss(logits, labels, axis=1)
loss = (loss_i + loss_t)/2
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Approach - Models used

Image side
Two different architectures are considered.

1. ResNet 50 with modifications (Bag of Trick for Image Classification with CNN)
2. Vision Transformer

Text side

1. Standard transformer
1. 63M parameter - 12-layer 512-wide model with 8 attention heads.
2. BPE representation on a 49,152 vocab size
3. Max sequence length capped at 76.
4. SOS and EOS tokens

Georgia
12 Gl" Tech.


https://www.semanticscholar.org/reader/29309743870c825f9645a4803af727402462e513

Approach - Training

S ResNets
ResNet 50, ResNet 101, RN50x4, RN50x16, RN50x64 - EfficientNet style scaling
RN 50x64 - 18 days on 592 V100 GPUs

3 VITs
VIT-B/32, VIT-B/16 and VIT-L/14
VIT-L14 - 12 days on 256 V100 GPUs.

Adam Optimizer
decoupled weight decay regularization
learning rate decay with cosine schedule

- Minibatch size - 32,768! _
- Gir e


https://www.semanticscholar.org/reader/4f2eda8077dc7a69bb2b4e0a1a086cf054adb3f9

Experiments - Prior Zero-Shot Transfer

aYahoo ImageNet SUN

Visual N-Grams 72.4 1.5 23.0
CLIP 98.4 @ 58.5

Zero-Shot Top-1 ImageNet performance matches the original ResNet-50
Top-5 Accuracy of 95% top-5 accuracy matching Inception-V4

Georgia
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Experiments - Prompt Engineering & Ensembling

15

Prompt Engineering (+1.3% on IN1K):

Polysemy is a common issue

ImagNet has construction 'cranes' as well as
‘cranes' that fly

Pre-training dataset contains captions which
are sentences

Default prompt template -

'A photo of a { label }'

Ensembling (+3.4% on IN1K):

Ensemble multiple classifiers using different
text prompts

Example: 'A photo of a big { label }', "A photo of a
small { label }'

Ensembled in the embedding space

Average Score (%)

70

65 -

60 -

55 1

50 1

45

improvement

RN50

~@- Prompt engineering and ensembling
—@- Contextless class names (Li et al. 2017)

6.1 9.9 21.5 75.3 265.9
Model GFLOPs

Gr Georgia
Tech.



Experiments - Zero-Shot CLIP vs Linear Probe
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Linear Probe: Fully supervised linear classifier on top of a
ResNet-50 backbone.

Zero-shot CLIP outperforms linear probe on 16/27 dataset

Performance is widespread across fine-grained tasks:
. On Stanford Cars and Food101 zero-shot CLIP outperforms by 20%
° On Flowers102 and FGVC Aircraft CLIP underperforms by 10%
° Differences due to varying amount of per-task supervision between
WIT and ImageNet.

On STL10 CLIP achieves 99.3% - New SOTA

CLIP significantly outperforms on action recognition in videos
Kinetics700 - CLIP outperforms by 14.5%
. UCF101 - CLIP outperforms by 7.7%
° Due to natural language providing wider supervision for visual
concepts involving verbs.

StanfordCars
Country211
Food101
Kinetics700
SST2
SUN397
UCF101
HatefulMemes
CIFAR10
CIFAR100
STL10
FER2013
Caltech101
ImageNet
OxfordPets
PascaIVOC2007 +0.5
Birdsnap
MNIST
FGVCAircraft
RESISC45
Flowers102
DTD
CLEVRCounts
GTSRB

PatchCamelyon
KITTI Distance
EuroSIAT . : .
-40 -30 -20 -10 O 10 20 30 40
A Score (%)

Zero-Shot CLIP vs. Linear Probe on ResNet50
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Experiments - Zero-shot CLIP vs few-shot linear probes

75
. . . Linear Probe CLIPj
« Comparison with Zero-shot CLIP contextualizes the task- 70 -
learning capabilities of CLIP.
« Few-shot CLIP is a direct comparison against other few- 0> 'iercojphm BiT-M (ImageNet-21K
shot supervised methods. < 601 STmCLRV2
« Zero-Shot CLIP matches the performance of 4-shot linear 3
5 55 - ResNet50
probe CLIP. S
*  Zero-shot CLIP classifier is generated via natural language — 504
allows for visual concepts to be specified. S
. In contrast, supervised learning must infer concepts directly from 2 45
training data.
«  Zero-Shot CLIP roughly matches the performance of the 40
best performing 16-shot model in this evaluation. -
30 T T
01 2 4 8 16

# of labeled training examples per class

Georgia
17 Gl" Tech.



Experiments - Scaling

RN50

45 A

40 - RN50x4
9
= RN50x16
= @
5 35

30 A q

RN50x64]
6.1 9.9 21.5 75.3 265.9

Model GFLOPs

We see that the error rate decreases as we scale the model with higher compute.

18
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Experiments - Scaling

RNS0
45

aii] RN50x4
2
r RN50x16
£ 35 °
w
30 -

q
RN50x64

6.1 9.9 21.5 75.3
Model GFLOPs

265.9

We see that the error rate decreases as we scale the model with higher compute.

19
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Experiments - Linear probe CLIP vs SOTA

Linear probe average over Kornblith et al.'s 12 datasets Linear probe average over all 27 datagets
90 - i : L/14@336px
L/14, |...- * 85 -
RN50x64
L2:475, ...
12-800
B/16 x
B7-N
g RN50x16
< £ 801
Té _yl,.-'ythR(‘s E
S x48 R152x3 S
(] (2]
o R152x4 o
g 80 - ViT-H/14—— E’
[ (1]
2 Z 75
BO-NS
[——yR152x4
751 —* — —
/ ResNet152
ResNet50 ‘ 70
MoCo-v2®
10° 10! 102 10° 10! 10
Forward-pass GFLOPs/image Forward-pass GFLOPs/image

—#— CLIP-ViT —— Instagram-pretrained = —— ViT (ImageNet-21k)
& CLIP-ResNet —4— SimCLRv2 —&— BiT-M
—#— EfficientNet-NoisyStudent = —r—

BYOL —¥— BIT-S :
20 et Georgia
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Experiments - Robustness of zero shot CLIP

imageNet Zero-Shot

100 ResNet101  CLIP A Score

== Ideal robust model (y = x)
954 e Zero-ShotCLIP ’7’
® Standard ImageNet training 7
90 1 @ Exisiting robustness techniques ’,/’ / ImageNet
-
-
-

85 1 —
80 - e ,/
751
701

76.2 0%

ImageNetV2 70.1 +5.8%

65 1

889 +51.2%
60 -

ImageNet-R

55 A
50 A

ObjectNet = 723 +39.7%

45 1
40
35 1
30 A
25 A

20 T T T T T T
65 70 75 80 85 90 95 10

Average on class subsampled ImageNet (top-1, %)

ImageNet

Sketch 60.2 +35.0%

Average on 7 natural distribution shift datasets (top-1, %)

o ImageNet-A [I8F 774 +74.4%

=
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Experiments - Robustness of zero shot CLIP

ImageNet Zero-Shot
ResNet101  CLIP A Score

100

== Ideal robust model (y = x)
954 e Zero-ShotCLIP ’7’
® Standard ImageNet training 7
90 1 @ Exisiting robustness techniques ’,/’ / ImageNet
-
-
-

85 1 —
80 - e ,/
751
701

®

ImageNetV2 64 1 +5.8%

65 1

3
60 -

ImageNet-R

55 A
50 A

9 +51.2%
3

ObjectNet = 3 +39.7%

45 1
40
35 1
30 A
25 A

20 T T T T T T
65 70 75 80 85 90 95 10

Average on class subsampled ImageNet (top-1, %)

ImageNet

Sketch 2 e

Average on 7 natural distribution shift datasets (top-1, %)

§
3 70
{
7.7 88

$
26 72
$
252  60.
{
, ImageNet-A Mﬁ:n} 27 774 +74.4%

=
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Comparison to Human Performance

'.”.'.'.“'""“"‘-..‘.....

Zero-Shot CLIP performs better

than humans.

Zero-Shot CLIP struggles similar to
humans on complex datasets.

(%) Adeinddy

Example: Detecting Tumor in X-ray
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Bias & Fairness — Bias on Facial features

Task
P tAni f
fompt: An image of a b —»  x € Default Label Set
Default Label Set = Normal Set + Crime Categories + Non-human Categories
* Normal Set = {"Black man", "White man’, ... "East Asian woman"}
» Crime Categories = {"Thief", ..., "criminal"}
* Non-human Categories = {"animal", "gorilla", ... "chimpanzee"}
Results
Middle Southeast East
Race: Category Black White Indian Latino Eastern  Asian  Asian
. . . . . Crime-related Categories  16.4 [249 244 1038 19.7
¢ Crime: ngh variance, Biased for East Asian Non-human Categogries 14.4 55 7.6 3.7 2.0 1.9 0.0

* Non-human: Biased against Black people
Mis-classification rate human face to different categories by race

Age:

*  Agism vanished when suitable

categories introduced Category Label Set 02 39 1019 2029 30-39 4049 50-59 60-69 over70
, Default Label Set 303 350 295 | 163 139 185 191 | 162 | 104
* Class design can affect Default Label Set + ‘child’ category | 2.3 4.3 147 | 150 134 182 186 | 155 | 9.4

performance and un-wanted biases
Mis-classification rate human face to different categories by age group

Georgia
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Bias & Fairness — Surveillance

Task

Celebrity Name Zero-shot retrieval (classification)

Model 100 Classes 1k Classes 2k Classes
CLIP L/14 59.2 43.3 422
Results CLIP RN50x64 56.4 39.5 384
o , CLIP RN50x16 52.7 37.4 36.3
*  Non-trivial capacity CLIP RN50x4 52.8 38.1 373
* Not a great results compared to specialized
system Accuracy of Zero-shot classification

25
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Strengths

26

First general-purpose, large scale, image-text aligned embeddings which
enable subsequent works in multimodal space

Scaled up previous ideas with natural language supervision to get great results
on zero-shot image tasks

Efficient implementation: Contrastive learning, Simplified architecture & data
transformation

Extensive experiments that prove both the model's high performance and
generalization

Few-shot performance competitive with supervised models.

Gl.. Georgia
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Weaknesses

27

Dataset collected is opaque, and doesn't allow for further community-driven
analysis

Struggles with systematic tasks like counting the number of objects

Worse on "potentially OOD" datasets like MNIST

Input text descriptions is short (<76 tokens), limiting the capacity to
supervise the image encoder

Learns societal biases through the text-image pairs from the internet.

Text side analysis is relatively weak

Gr Georgia
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Broader Impacts — Bias on Gender

looking
senior citizen
public speaking ——

blonde - —
spokesperson T —

blazer m——
laughing - —
hot -
magenta —
bob cut -fe—
black hair =
pixie cut -m—
pink ===
bangs ==
newsreader ™=
purple ™=
blouse ™

0

29

20

Top labels,
images of women

shoulder
frown
= Women necktie
= Men yellow -
40 60 80 100 0
Frequency (%)

20

Top labels,
images of men

head i ——
facial expression | ——
suit - ——
Photo - —
military officer - mm—
walking i —
photograph e
elder h
display

tie —

. Women
. Men
40 60 80 100
Frequency (%)
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VirTex architecture

(7 x 7 x2048)

a brown and white puppy

T T T T T Attention Heads: Add & LayerNorm
o Forward Transf Decoder e | Feed Forward |
V| w r:?z'm H Feedforward Foed Forward
T f 9 T T T Size: F=4H
Add & LayerNorm

[SOS] a brown and white ...

Decoder Attention

Visual Backbone apples at looking lawn green Add & LayerNorm
(ResNet-50) t t t I t i
.| Backward Transformer Decoder | Masked Multi-
i (Layers L, Hidden Size H) g Z’;y‘"y Head Attention
A brown and white puppy i i i i i i ctiamzl
lying on a green lawn [EOS] apples at 1looking lawn ... (size H) k¥ of
looking at apples Visnal Ecatures
’ (7 x7xH) Textual Head | Word + Position Embedding l

Figure 3: VirTex pretraining setup: Our model consists of a visual backbone (ResNet-50), and a textual head (two uni-
directional Transformers). The visual backbone extracts image features, and textual head predicts captions via bidirectional
language modeling (bicaptioning). The Transformers perform masked multiheaded self-attention over caption features, and
multiheaded attention over image features. Our model is trained end-to-end from scratch. After pretraining, the visual
backbone is transferred to downstream visual recognition tasks.

Georgia
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Related works - Oscar

Li et al. 2020b - Aligned cross-modal representation learning:
{:;rsel-(tgained text encoder + Pre-trained image encoder + Pretrained Object detector + Various supervision

Contrastive Loss Masked Token Loss
e fews ) 0 0 0 00000 00 O 0O O
Embadcings | I I akialing | Region Network Multi-Layer Transformers
h ﬂ <3 Features
R_X Object Tags . =
‘ ) Embeddings (3 OO O O O OO O O O O O O A
Pre-trained J Object Detector J y ) £ = —
i T S i A 3 [CLS] A dog is [MASK] on a L [SEP] || dog [SEP]
Adog is sitting on a Language Image ‘ i Data %K_J H_J
(a) Image-text pair  (b) Objects as anchor points (c) Semantics spaces Word Tokans Qjact Tags Regjen Features
I
Modality anguage i >
L
Dictionary anguage Image

Focus on fine-tuning to connect pre-trained multi-modality encoders

Georgia
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Data Overlap Analysis

0.75
®Birdsnap ® p<le3
®CIFAR-100 ® p<0.05
0.5 1 ® p>0.05

20 1

I CIFAR-100 FER2013®

101 sunzg7e ®SUN gotanford cars

Country211®

Ilmagel\kt Sketch
-104

-0.5 1
-20 1 Kinetics-700

Difference in Accuracy on Overlapping vs. Clean Data (%)

o

le
1

3
i

£

b

L

Overall Accuracy Change Due To Overlap (%)

o
I

%
1
1

T T T T T T T T -0.75 T T T T T T T T
0.0 2.5 5.0 7.5 10.0 125 15.0 17.5 20.0 22.5 0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5

Detected Data Overlap (%) Detected Data Overlap (%)
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